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Abstract 13 

 The effect of thermal mass on the salinity estimate from Conductivity Temperature Depth 14 

(CTD) tags sensor mounted on marine mammals is documented and a correction scheme is 15 

proposed to mitigate its impact. The algorithm developed here allows for a direct correction of 16 

the salinity data, rather than a correction of the sample’s conductivity and temperature. The 17 

amplitude of the thermal mass induced error on salinity and its correction are evaluated via 18 

comparison between data from CTD tags and from Seabird Scientific © CTD used as a reference. 19 

Thermal mass error on salinity appears to be generally of order O(10-2) g.kg-1 , may reach O(10-1) 20 

g.kg-1, and tends to increase together with the magnitude of the cumulated temperature gradient 21 

(THP) within the water column. The correction we propose yields an error decrease of up to ~ 60% 22 

if correction coefficients specific to a certain tag or environment are calculated, and up to 50% if 23 

a default value for the coefficients is provided. The correction with the default coefficients was 24 

also evaluated using over 22000 in-situ dives data from 5 tags deployed in the Southern Ocean 25 

and  is found to yield significant and systematic improvements on the salinity data including for 26 

profiles whose THP was weak and the error small. The correction proposed here yields substantial 27 

improvements in the density estimates although a thermal-mass induced error in temperature 28 

measurements exists for very large THP and has yet to be corrected.  29 

 30 

  31 



 
3 

 

1. Introduction 32 

The Conductivity-Temperature-Depth Satellite Relay Data Loggers (CTD-SRDL) tags 33 

(referred as "tag" in the following), developed at the Sea Mammal Research Unit (SMRU, St 34 

Andrews, UK) are routinely deployed on various species of seals, such as Southern elephant 35 

seals Mirounga leonina, Steller sea lions Eumetopias jubatus, or Ribbon seals Histriophoca 36 

fasciat. They represent a tremendous source of hydrographic data in largely under-sampled areas 37 

as the Southern Ocean or the northern subpolar regions (Roquet et al. 2014, Treasure et al. 2017, 38 

see meop.net for more information). The temperature and conductivity sensors fitted on tags, 39 

manufactured by Valeport Ltd. (Totnes, UK), yield high precision (±0.005 for temperature and 40 

±0.01 ms.cm-1 for conductivity, see Boehme et al. 2009) and reasonable accuracies (±0.02 °C for 41 

temperature and ±0.03 psu for salinity) after delayed-mode calibration (Roquet et al., 2011). 42 

However, a recent study by Nakanowatari et al. (2017) demonstrated that the tags are also 43 

affected by a thermal mass error -a phenomenon due to the transfer of heat from the sensor’s 44 

walls to the sample being measured- on both their temperature and conductivity cells. Salinity 45 

being estimated via measurements of conductivity and temperature, the error in these 46 

measurements reflects on the salinity estimates, which display large discrepancies across sharp 47 

thermoclines. 48 

The thermal mass phenomenon and its effect on salinity data have been well documented 49 

for the Seabird Scientific © SBE4 conductivity sensor (Lueck, 1990) and manifests in areas of 50 

large temperature gradients, such as the seasonal thermocline, where large salinity spikes of 51 

O(10-2) psu to O(10-1) psu appear, followed by a slow decaying hysteresis. A correction model 52 

has been developed by Lueck and Picklo (1990), and adjustments to the correction coefficients 53 

have subsequently been implemented by Morison et al. (1994), Mensah et al. (2009), Garau et al. 54 
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(2011) and Liu et al. (2015). Nakanowatari et al. (2017) successfully applied the correction 55 

method on a set of 8 tags deployed on seals in the Okhotsk Sea between 2011 and 2014, 56 

proposing a set of correction coefficients validated by comparing corrected salinity results with 57 

spatially and temporally averaged historical data. However, the effectiveness of this correction 58 

methodology in various oceanic conditions and geographical locations merits to be further 59 

assessed. 60 

In this paper, we first document the effects of thermal mass error on the tags data by 61 

comparing results of temperature, conductivity and salinity profiles obtained simultaneously by 62 

tags and by SBE CTDs attached together on the same frame. We then develop and implement a 63 

thermal mass correction model loosely based on Lueck and Picklo (1990) -but applied directly 64 

on the salinity data- and we estimate its effectiveness on our comparison dataset. The data tested 65 

for this study having been sampled under various hydrographic and thermocline conditions, we 66 

can therefore correct each tags data with two different sets of correction coefficients: (1) a set of 67 

coefficients optimized for each specific tag sensor, and (2) a unique set of coefficients (thereafter 68 

called generic coefficients) valid for any tag sensors and in any oceanic conditions. The current 69 

study builds on Nakanowatari et al. (2017), proposing a comprehensive assessment of the effects 70 

of thermal mass error on CTD-SRDL tag measurements and aims at proposing a generic method 71 

to optimally reduce thermal mass induced-errors. 72 

The thermal mass error affecting the tags and the salinity correction method are 73 

introduced in section 2. Section 3 presents the implementation of the correction scheme, the 74 

comparison of corrected tags data vs. reference CTD data, as well as a discussion on the effect of 75 

the correction obtained with the optimized and generic sets of correction coefficients. The 76 

generic coefficients are further tested on tens of thousands of in-situ profiles in the Southern 77 
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Ocean using upcast and downcast data as a mean of comparison, and these results are presented 78 

in section 4. A summary and conclusion are proposed in section 5.  79 

 80 

2. Thermal mass induced-errors and its correction for CTD and tags sensors. 81 

2.1. Theory 82 

 The thermal mass is a well-known phenomenon which affects primarily the conductivity 83 

cells of various CTD sensors, especially when the cell is unpumped as is the case for the tags. 84 

Inductive conductivity cells are made of a cylinder through which the water flows as the CTD 85 

conducts its profile. Depending on the constructor, the cell is made of glass or ceramic and is 86 

typically surrounded by a layer of epoxy for protection. During profiling, the heat capacity of the 87 

sensor’s walls and protective layer causes heat to be stored within the sensor. This heat or 88 

“thermal mass” is exchanged through the sensor’s walls, thus contaminating the temperature -89 

and hence the conductivity- of the water sample. While the temperature is accurately measured 90 

by the separate CTD temperature sensor, the sample’s conductivity is modified due to the 91 

thermal mass, which yields a significant discrepancy in the salinity estimation. This error has 92 

been observed on the Seabird Scientific © SBE4 conductivity cell -which is part of the SBE9 93 

CTD system- and depends on the temperature gradient (function of depth or time). It is 94 

particularly evident in situations of sharp thermocline (Lueck and Picklo, 1990; Morison et al., 95 

1994; Mensah et al., 2009; Liu et al., 2015). This issue has been addressed in several works, with 96 

a thermal correction model developed by Lueck (1990) specifically for the SBE sensor. In that 97 

study, the thermal mass error is modelled as an error amplitude 𝛼𝐶, decaying within a relaxation 98 

time 1/𝛽 (Lueck, 1990). The conductivity is then corrected via 99 
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𝐶𝑇(𝑛) = 𝛤𝐶𝛼𝐶(1 − 0.5𝛽𝛥𝑡)−1𝑇𝐻𝑃(𝑛), (1), 100 

where 𝐶𝑇 is the correction of conductivity added to the conductivity of the nth sample, 𝑇𝐻𝑃(𝑛) is 101 

the high-pass filtered sample’s temperature (see Eq. (A4) Appendix I), using a first-order 102 

discrete-time filter with a time constant 𝜏 = 𝛽−1 − 0.5𝛥𝑡, n is the sample index, 𝛤𝐶 =
𝜕𝐶

𝜕𝑇𝑆,𝑝
 is the 103 

coefficient of sensitivity of conductivity to temperature, and 𝛥𝑡  is the sampling time interval. 104 

This model has been successfully implemented with various sets of 𝛼𝐶 and 𝛽 coefficients for the 105 

SBE4. In the limit case 𝛥𝑡𝛽 ≪ 1 (i.e. when the response time is much larger than the sampling 106 

interval), the correction simply becomes 𝐶𝑇 = 𝛤𝐶𝛼𝐶𝑇𝐻𝑃 with a time constant = 𝛽−1. Note that the 107 

formulation of the correction given here differs from the one given in Lueck and Picklo (1990), 108 

however both are formally equivalent as shown in Appendix I. The formulation given here is 109 

preferred because it is more readily interpretable in terms of a standard discrete-time high-pass 110 

filter. 111 

The setting and technology of the tag sensor differ from those of the SBE4 cell, in that 112 

the wall of the conductivity sensor is made of ceramic for the tag instead of glass for the CTD 113 

cell, and the latter is an electrode cell whereas the tag cell is inductive. Despite these design 114 

differences, the tags are likely to show similar signs of thermal mass-induced anomalies due to 115 

the water sample passing through a few centimeters long pipe, itself covered by epoxy resin. The 116 

thickness of the epoxy layer is sensibly larger than on the SBE4 cell and, should the tag sensor 117 

indeed be affected by a thermal mass error, longer relaxation time than for the SBE cell are 118 

expected. Importantly, the Platinum Resistance Temperature sensor being located in the 119 

immediate vicinity upstream of the conductivity cell and surrounded by epoxy, a thermal mass 120 

error may also affect the temperature measurements, contrary to the SBE CTD. 121 



 
7 

 

Following Morison et al. (1994), temperature could be corrected with a similar scheme as 122 

conductivity according to 123 

𝑇𝑇(𝑛) = 𝛼𝑇(1 − 0.5𝛽𝛥𝑡)−1𝑇𝐻𝑃(𝑛) (2), 124 

where the only formal difference with (1) is that no sensitivity coefficient is required in the case 125 

of a temperature correction.  126 

2.2. Illustration of the thermal mass error on tags data 127 

 In order to assess the possibility of a thermal mass error affecting both the tags 128 

temperature and conductivity sensors, we tested the response of four tags to high temperature 129 

gradients in in-situ situations. As part of the “BOUSSOLE” program (Antoine et al., 2006; 130 

Antoine et al., 2008) in the Ligurian Sea, the four sensors were attached together with a SBE9 131 

CTD system, which is used as a reference, and 7 casts were conducted. Each tag temperature, 132 

conductivity and salinity profiles are corrected for bias and pressure-induced slope following 133 

Roquet et al. (2011). The test was conducted at the BOUSSOLE mooring site (43°20’N, 7°54’E) 134 

in the northwestern Mediterranean sea, on board the SSV “Tethys II”. The experiment was 135 

carried out on the 11th and 12th  of June 2008, during which a seasonal thermocline of gradient 136 

~0.2 °C.m-1 occurred between ~10 m and ~50 m depth, and with local maximum gradient of 137 

~0.6 °C.m-1. Our test is therefore suited for detecting and characterizing errors in a nearly 138 

idealized, step-like environment, as it was done in Lueck and Picklo (1990), Morison et al. (1994) 139 

or Mensah et al. (2009). The results of this experiment are illustrated in Figure 1, where profiles 140 

of temperature, conductivity and salinity (Figure 1a-c) are plotted for both CTD and tags, 141 

whereas the difference between the sensors are plotted in Figures 1d-f. The presence of thermal 142 

mass-induced error is highlighted by the 30 m low-passed filtered curves (green lines) in Figures 143 
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1d-f. Strong anomalies exist for both the temperature and conductivity, with a low frequency 144 

error O(10-1) °C and (10-2) ms.cm-1 for temperature (Figure 1d) and conductivity (Figure 1e) 145 

respectively. These errors reflect on the salinity estimation, yielding a maximum error O(10-1) 146 

psu (green line in Figure 1f). While the scale of the temperature error will be shown to be 147 

exceptional due to the extreme magnitude of the temperature gradient, the order of magnitude for 148 

the conductivity error is usual for temperature gradients greater than 0.1°C m-1 (section 3). Also, 149 

the rather extreme temperature gradients observed in this experiment are not unusual in some of 150 

the regions sampled by the marine mammals carrying the tags, such as the Okhotsk Sea 151 

(Nakanowatari et al., 2017).   152 

 Besides the typically large scaled and long-term thermal mass error, discrepancies of 153 

smaller scale and shorter-term are evidenced from the profiles of conductivity difference (Figure 154 

1e) and temperature difference (Figure 1d). These errors do not show clearly on the profiles of 155 

temperature and conductivity, but manifest on the salinity profile (Figure 1c), as spikes of O(10-2) 156 

psu. Such high frequency error may be caused by the irregular flow within the tag sensors, as 157 

contrary to the SBE4 cell, the tag is not fitted with a pump stabilizing the inflow. Contrary to the 158 

terminology used in the rest of this paper, salinity results in Figure 1 are expressed in practical 159 

salinity unit (PSS-78) to illustrate the direct link between conductivity measurement and salinity 160 

estimate. However in the following chapters, all salinity results in the tables, text, and figures 161 

will be expressed as absolute salinity in g.kg-1 in order to follow the new standard 162 

recommendations (McDougall et al., 2012). While the values in an absolute salinity profile are 163 

generally shifted by ~0.16 compared to those of a practical salinity profile, our correction 164 

scheme yields nearly identical results whether conducted on practical or absolute salinity profiles. 165 

   2.3. An independent correction scheme for salinity 166 
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As a preliminary test, both the conductivity and temperature profiles of each of the 4 tags 167 

were corrected using (1) and (2) respectively, with the arbitrary values 𝛼𝐶 = 0.05, 𝛼𝑇 = 0.037 168 

and 𝛽 = 1 30⁄  s-1. This test produced a significant reduction of the error (not shown) for the 169 

temperature, conductivity and salinity data of profiles such as the one displayed in Figure 1. 170 

However, correcting the temperature and conductivity separately may lead to an ambiguity in the 171 

correction of the salinity estimate. Residual discrepancies may remain due to various causes, e.g. 172 

misestimate of the coefficient values for the thermal mass correction or slight misalignment of 173 

the CTD and tag pressures, making it possible for the temperature and conductivity residual 174 

errors to compensate each other, and to yield a correct salinity estimate. Thus, the search for 175 

optimal correction coefficients for temperature and conductivity would be hampered by such 176 

considerations. Also, the error in salinity of O(10-2) to O(10-1) g.kg-1 is generally between one 177 

order below and the same order of magnitude as the salinity variations within any given cast. In 178 

contrast, the temperature error is most often of O(10-2) °C, which is two to three orders of 179 

magnitude below the typical variations observed within one profile, making the error signal less 180 

evident to detect and to correct following the methods described in the next section.   181 

For the sake of practicality, finding a way to correct the salinity estimate directly 182 

becomes necessary, and a correction scheme based on (1) could be implemented following the 183 

small-amplitude assumption that the salinity correction is a linear combination of the effect of 184 

conductivity and temperature corrections: 185 

𝑆𝑇 =
𝜕𝑆

𝜕𝐶𝑇,𝑝
𝐶𝑇 +

𝜕𝑆

𝜕𝑇𝐶,𝑝
𝑇𝑇 (3) 186 
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As the causes of the temperature and conductivity thermal mass are similar, we may assume that 187 

the time constant 𝛽−1 which are included in the correction schemes (1) and (2) are identical and 188 

we can establish the following salinity correction:  189 

𝑆𝑇(𝑛) = 𝛤𝑆𝛼(1 − 0.5𝛽𝛥𝑡)−1𝑇𝐻𝑃(𝑛) (4), 190 

where 𝛤𝑆 =
𝜕𝑆

𝜕𝑇𝐶,𝑝
is the coefficient of sensitivity of salinity to temperature, at fixed 191 

conductivity and pressure. The validity of (4) is ensured if within the range of salinity measured, 192 

the deviation of 𝛤𝑆 is small. This is demonstrated in Figure 2a and 2b, which display the values of 193 

𝛤𝐶  (coefficient of sensitivity of conductivity to temperature) and 𝛤𝑆  at various values of 194 

temperature and conductivity (salinity), respectively. Applying temperature and conductivity 195 

corrections following Eq. (1) and Eq. (2) is equivalent to directly correcting salinity using Eq. (4) 196 

with an error magnitude 𝛼 = 𝛼𝑇 − 𝛼𝐶. One major drawback of correcting directly salinity instead 197 

of temperature and conductivity separately, however, is that it might lead to uncorrected biases in 198 

both the temperature and density. The magnitude of residual density errors will be discussed later 199 

in the study. 200 

 3. Results 201 

3.1. Optimized correction coefficients   202 

 a. Determination of coefficients 203 

We collected data from 6 different calibration cruises, thereafter called “experiments” 204 

during which a set of tags is attached to a CTD frame and conduct profiles simultaneously with a 205 

SBE9 CTD system, used as a reference. During each of the experiments, the tags were positioned 206 

upward (i.e. the temperature and conductivity sensors facing up) about 50-100 cm above the 207 
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CTD, which was installed horizontally at the bottom of the CTD rosette. The profiles are 208 

compared during the upcast only, in order to match the in-situ profiling conditions during which 209 

the tags are deployed over the head of marine mammals. One drawback in using upcast data 210 

however, is that the CTD frame, being a source of turbulence, may generate minor discrepancies 211 

when comparing data acquired by tags and CTD. Both CTD and tags data are processed 212 

following their respective standard post-processing procedure, the tags temperature and 213 

conductivity sensors pressure-dependent drift being previously corrected via the method of 214 

Roquet et al. (2011). We call “error” the root mean square (RMS) difference between the salinity 215 

obtained from the CTD and that obtained from the tags, and this is calculated before and after 216 

implementation of the correction scheme. The salinity correction delineated by Eq. (4) is tested 217 

through a least square regression scheme, in which we look for the pair 𝛼𝑜𝑝𝑡 , 𝛽𝑜𝑝𝑡  which 218 

minimizes the RMS error in salinity 𝐹(𝛼, 𝛽), where, 219 

𝐹(𝛼, 𝛽) = √ 1

𝑁×𝑛𝑐
∑ ∑ (𝑆𝑟𝑒𝑓(𝑧, 𝑖) − 𝑆𝑡𝑎𝑔

𝛼,𝛽(𝑧, 𝑖))
2

𝑧=𝑁
𝑧=1

𝑖=𝑛𝑐
𝑖=1  (5). 220 

The test was carried out separately for each of the n tags in order to obtain a set of optimum 221 

correction coefficient 𝛼 and 𝛽;  z=1,2…N is the maximum depth of the measurement (in dbar) 222 

and i=1 , 2, … nc is the number of  casts tested on a given tag. Prior to carrying out the least 223 

square regression, all temperature and salinity profiles went through a low-pass filter with a cut-224 

off value set at 10 m, thus avoiding the RMS difference to include high-frequency errors 225 

unrelated to thermal mass. During these 6 different experiments, a total of 113 profiles belonging 226 

to 42 tags were tested. Experiments Boussole08 and Boussole09 were conducted in the western 227 

Mediterranean Sea at the BOUSSOLE mooring location in June 2008 and November 2009, 228 

respectively. Both of these experiments present strong thermoclines where the time temperature 229 
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gradient largely exceeds 0.1 °C.s-1, and where tags data are expected to exhibit strong signs of 230 

thermal mass errors. Experiment Carols08 was conducted in the Bay of Biscay in November 231 

2008 and presents only a moderate thermocline due to the strong winds occurring in the eastern 232 

Atlantic in the late autumn. Experiments Albion08 and Albion09 were conducted during the 233 

Austral summer in the Dumont d’Urville Sea, off the coast of Terre Adelie, Antarctica, and 234 

experiment iStar14 occurred in the Amundsen sea, Antarctica in February 2014. The 235 

environment for the latter three experiments is characterized by water temperature between -236 

1.8 °C and +2 °C and generally weaker temperature gradients than those encountered during the 237 

Mediterranean Sea or the Bay of Biscay experiments. Of these three experiments, iStar14 present 238 

the largest gradients, with maximum values around 0.1 °C.s-1. The values of the maximum 239 

temperature gradients (smoothed over a 10 m window) encountered during each of these 240 

experiments are indicated in Table I. We also introduce in this table the value of the maximum 241 

high-passed temperature, THP (Eq. 1, Eq. 4), which can be interpreted as the cumulated effect of 242 

the thermal mass on the conductivity sensor. In fact, the thermal mass effect may be more 243 

important for a profile where a weak temperature gradient is met by the sensors for a long 244 

time/distance, than during a cast where a greater gradient occurs over a shorter time or distance. 245 

THP therefore enables the combined effect of the temperature gradient and its duration to be 246 

appropriately expressed. The variable THP depends on the value of 𝛽 (section 2.1 and Eq. A4) and 247 

throughout this paper we calculate THP with 𝛽 = 0.060 s-1, this being the generic value found for 248 

coefficient 𝛽 (section 3.2). 249 

b. Effects of the correction on salinity data 250 

The value of optimum correction for each of the different experiments are indicated in 251 

Table I, where the correction D is defined as 𝐷 = 𝐹(0,0)MaxTHP
− 𝐹(𝛼, 𝛽)MaxTHP

 , 𝐹(0,0) being the 252 
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RMS difference between the CTD salinity and the uncorrected tag salinity, and the suffix 253 

MaxTHP indicates that F was calculated within ±50 m of the maximum THP. Thus the effect of the 254 

correction is evaluated where the maximum thermal mass error is expected to be. A positive 255 

(negative) value of D indicates an improvement (degradation) of the data quality. Figure 3 256 

presents typical CTD, uncorrected and corrected tag profiles for each of the six experiments. The 257 

range of salinity error 𝐹(0,0)  is large, varying between O(10-3) g.kg-1 and O(10-2) g.kg-1 258 

depending on the experiment. In particular for the Boussole08 experiment -where the highest THP 259 

were encountered- the RMS error reaches values as high as 0.053 g.kg-1 and the maximum error 260 

within a profile exceeds 0.1 g.kg-1 (Figure 3f). Conversely, the two Albion experiments, with 261 

their weaker temperature gradients and THP, exhibit the smallest RMS error (0.009 g.kg-1 and 262 

0.012 g.kg-1 respectively). Our results suggest that large discrepancies between tag and CTD can 263 

be expected for THP values exceeding ~1 °C (Table I). These discrepancies are largely reduced 264 

for the three experiments presenting the highest THP values by the correction scheme of (Eq. 4) 265 

used with optimally tuned coefficients, with a correction amounting for at least 25% and up to 62% 266 

of the original error. This implies that a large part of the error for high THP experiments is due to 267 

thermal mass and that it is effectively removed by the correction scheme adopted here. 268 

Conversely, the other three experiments see only a small error decrease, suggesting that most of 269 

their RMS difference is due to issues unrelated to thermal mass. In particular for the Albion08 270 

and Albion09 experiments, the very low RMS difference and optimal correction value of O(10-3) 271 

g.kg-1 indicate that a RMS difference of ~0.01 g.kg-1 represents a nearly irreducible error, 272 

considering the accuracy of the tag and CTD sensors. Note that following this optimal coefficient 273 

test, 9 out of the 113 profiles tested are found to show insignificant correction in spite of a large 274 
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initial error. These large error profiles are assumed to be affected by non-thermal mass related 275 

error and are excluded of the analysis in subsequent sections. 276 

c. Optimum coefficient values 277 

The optimum coefficient values vary depending on the experiment, with experiment 278 

averaged initial error 𝛼 ranging between 0.9% and 8.4% and the relaxation time (1 𝛽⁄ ) ranging 279 

between 11 s and 170 s. The reason for the particularly large range of values for the coefficients 280 

is unclear although all but one (Boussole09) experiment suggests that 𝛼 and 1 𝛽⁄  compensate 281 

each other, i.e. when the initial error is high (low), the relaxation time is short (long). This 282 

compensation between the two coefficients is confirmed later (section 3.2.c and Figure 6) and 283 

likely causes a large range of coefficients to yield nearly equal corrections, hence the various 284 

values found in Table I. In addition, the properties of the environment in which profiles are 285 

conducted could also be partly responsible for the coefficient values. To explore this possibility, 286 

we test the ability to predict the values of 𝛼  and 𝛽  from environmental predictors. First, 287 

coefficients optimized for each individual profiles following (Eq. 5) are estimated, yielding 104 288 

pairs of 𝛼𝑖𝑛𝑑  and 𝛽𝑖𝑛𝑑 . Then predicted values of 𝛼  are fitted linearly with 10 environmental 289 

predictors obtained from each profile according to: 290 

αpred(𝑛) = 𝑏0 +  𝑏1X1(𝑖) + 𝑏2X2(𝑖) + ⋯ + 𝑏10X10(𝑖) + 𝜀(𝑖)  (7) 291 

Here, the coefficients b0 to b10 are solved by minimizing the sum of residuals squared 𝜀(𝑖)2 .  X1 292 

to X10 correspond to the 10 following environmental predictors: maximum THP, depth and 293 

temperature of the maximum THP; maximum, mean, and standard deviation of the temperature 294 

gradient, minimum, maximum and mean temperature, and mixed layer thickness. A similar 295 

operation is conducted for 𝛽 using the same environmental predictors. Results show that the 296 
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predicted values αpred and 𝛽pred are linearly fitted with 𝛼𝑖𝑛𝑑 and 𝛽𝑖𝑛𝑑 with a coefficient of 297 

determination R2=0.57 and R2=0.53 respectively. However, if 𝛼𝑖𝑛𝑑is added as X11 to determine 298 

𝛽pred, the coefficient of determination becomes 0.91. Similarly, if 𝛽𝑖𝑛𝑑 becomes X11 in the 299 

determination of αpred, the coefficient of determination for the latter becomes 0.92. This 300 

highlights the relative importance of the 𝛼 - 𝛽 compensation with regards to environmental 301 

properties in the profile. To summarize, while 𝛼 and 𝛽 compensate each other and an effective 302 

correction can be obtained from a large range of coefficient values (section 3.2.c), environmental 303 

properties may ultimately decide the best coefficient values within this large range of effective 304 

correction coefficients. Following these assumptions on the variability of the coefficients, it 305 

seems reasonable that a set of generic coefficients could yield sufficient correction for any kind 306 

of profiling environment. 307 

3.2. Generic correction coefficients 308 

a. Determination of coefficients 309 

In order to determine a set of generic coefficients, we adapted the method delineated by 310 

(Eq. 5), setting nc=60. The nc includes 10 randomly chosen profiles from each of the six cruises, 311 

in order to avoid a bias generated by the different number of profiles tested during each 312 

experiment. This test is repeated 200 times and we average these 200 pairs of 𝛼  and 𝛽 313 

coefficients to obtain our generic coefficients. The coefficients obtained via this method are 314 

𝛼𝑔𝑒𝑛 = 0.041, and 𝛽𝑔𝑒𝑛 = 0.060 s-1, or an initial error of 4.1 % and a relaxation time of ~ 17 s, and 315 

yield an average correction of 0.011 g.kg-1 out of an original averaged error of 0.035 g.kg-1. 316 

b. Effects of the generic correction on salinity data   317 
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The set of generic coefficients performs particularly well for the Boussole08 dataset 318 

which exhibit the strongest temperature gradient. In this case, around 50% of the error is 319 

resorbed through the use of generic coefficients, figure which compares well with the ~60% error 320 

decrease obtained with the optimum coefficients. Aside from this experiment, the improvement 321 

brought by the generic coefficients is more modest but still significant when the initial 322 

discrepancy is high. The salinity data from Boussole09 is corrected by about 20% (Table I) and 323 

while the average value of correction for the profiles of the Carols08 experiment is null, a large 324 

number of these profiles are well corrected by the generic coefficients (Figure 3e). The high 325 

standard deviation for the correction of the Carols08 experiment demonstrates however that the 326 

changes brought to the profiles are unequal in quality depending on the tag it applies for. On the 327 

lower end of the salinity error range, the generic set of coefficient yields either insignificant 328 

improvement or, in the case of Albion08, a moderate degradation of the data. In this case, 329 

illustrated in Figure 3a, the maximum discrepancy of ~0.03 g.kg-1 is reached around the 330 

halocline at 45 m depth and indicates an overshoot of the correction. This overshoot is resorbed 331 

following the halocline as the tag and CTD profiles converge from ~40 m depth to the surface. 332 

Some profiles of the Carols08 experiment follow a similar pattern of degradation. 333 

To further asses the performance of the generic coefficients on this dataset, the values of 334 

uncorrected and corrected salinity error - as defined in Table 1 - for each individual profile, are 335 

sorted according to their maximum THP, and averaged per THP bins of 0.5 °C. The results of this 336 

experiment, displayed in Figure 4, demonstrate that the correction performance for THP values 337 

lesser than 2.0 °C is null on average, and with a particularly low standard error. The RMS error 338 

increases sharply for the uncorrected data beyond this THP value, and systematically exceeds 0.05 339 

g.kg-1. The RMS error for the salinity corrected with the generic coefficient is strongly reduced 340 
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however, and for each THP bin, generally becomes half the value of the original error. The results 341 

in Figure 4 demonstrate that the correction applied with generic coefficient does not degrade the 342 

data when a correction may not be needed (very low THP) and significantly improves the data 343 

quality otherwise. Besides slightly degraded profiles such as in Figure 1a, phenomenon 344 

independent of the correction performance may lead to an apparent degradation of the data in 345 

statistics of the two Albion experiments. Since high-frequency errors have been eliminated by the 346 

use of a 10 m low-pass filter prior to all our statistical tests, a likely cause could be a slight 347 

misalignment of the CTD and tag pressure sensors, or slight changes of positioning of the tags in 348 

between some of the casts. Such misalignment may lead to the temperature and salinity profiles 349 

being slightly offset, which could artificially cancel the effect of a small thermal mass error, or 350 

conversely artificially inflate the error of properly corrected profiles. The case study in section 4 351 

will enable the performance of the generic coefficients in situation of low THP values to be more 352 

accurately evaluated.   353 

c. Impact of generic correction on density error 354 

In order to assess the potential contribution of uncorrected thermal lag errors of the temperature 355 

sensor on the density results, we estimate the values of RMS error for the raw and corrected 356 

density profiles (Table I). For all but one experiment the density error in kg.m-3 is close to the 357 

salinity discrepancy in g.kg-1, therefore it seems reasonable to assume that the salinity 358 

contribution to the density error largely dominates that of temperature. To confirm this 359 

assumption, the density error for each individual profile is converted to an equivalent salinity 360 

error after calculation of the coefficient of sensitivity of density to salinity, at fixed temperature 361 

and for a change of salinity of ±0.5 g.kg-1, 𝛤𝜌 =
𝜕𝜌

𝜕𝑆𝑇
. This coefficient value is close to 0.77 for all 362 
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the tags, which means that if salinity varies by 1 g.kg-1, density will see a change of ~0.77 kg.m-3. 363 

The equivalent salinity error S𝐸𝑞 is then obtained by dividing each profile density error by its 𝛤𝜌 364 

coefficient, and is subsequently plotted against the actual salinity error 𝑅𝑀𝑆𝑆  (which equals 365 

𝐹(0,0)MaxTHP
) on Figure 5a. On this figure is also plotted a line of equation y =

1

0.77
x which 366 

represents the value that should take S𝐸𝑞 if it is entirely caused by 𝑅𝑀𝑆𝑆. Points located above 367 

(below) that line present a negative (positive) temperature error proportional to the vertical 368 

distance between the equivalent salinity error and the line. The Results from this figure show that 369 

most of the points with a salinity error lesser than 0.03 g.kg-1 fall very close to the y line, thus 370 

confirming that the temperature error has little significance in those cases. For errors larger than 371 

0.03 g.kg-1, those profiles with THP values greater than ~2 °C (largest dots in Figure 5a) present a 372 

significant temperature error, as shown by the large vertical distance between the line and the 373 

dots on Figure 5a. For each profile, the percentage of density error due to temperature ε𝑇 can be 374 

calculated from this vertical distance via 375 

ε𝑇 = (S𝐸𝑞 −
𝑅𝑀𝑆𝑆

𝛤𝜌
) S𝐸𝑞⁄  (6) 376 

For each profile, the RMS density error and ε𝑇 are used to obtain a value in kg.m-3 of 377 

density error due to temperature, Ε𝑇 . Both Ε𝑇 and ε𝑇 are plotted against THP in Figure 5c and 378 

these results demonstrate that significant density error (due to temperature) can be found only for 379 

profiles whose maximum THP values exceed 2 °C, which corresponds to temperature gradients 380 

around 0.20 – 0.28 °C s-1. In these cases Ε𝑇 values greater than 0.01 kg.m-3 and amounting for 381 

~20-30% of the total density error are expected.  382 
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Results for the data corrected with the generic coefficients show a general decrease of the 383 

salinity and equivalent salinity errors, demonstrating that the correction scheme adopted here 384 

with a generic set of coefficient improves both salinity and density estimations. In those cases 385 

where Ε𝑇 is large on the uncorrected profiles, the equivalent salinity error also decrease after 386 

correction due to the role of the salinity correction scheme, but the temperature-related errors 387 

remain essentially unchanged as can be seen from the large vertical distance between each dot 388 

and the y line (Figure 5b).  389 

d. Generic correction coefficient values   390 

Figure 6 displays the amount of correction for any pair of coefficients located within a 391 

large interval of 𝛼 and 𝛽. The values of the generic set of coefficients (𝛼𝑔𝑒𝑛 = 0.041, 𝛽𝑔𝑒𝑛 =392 

0.060 s-1) and each optimum coefficients for individual profiles are also displayed on the figure. 393 

This graphic allows to see a large beam - whose limits are defined by the 0.010 g.kg-1 isoline- 394 

within which pairs of coefficients yield a correction close to 𝛼𝑔𝑒𝑛, 𝛽𝑔𝑒𝑛. We can therefore assume 395 

that the generic coefficients will provide a correction close to the optimum correction for those 396 

profiles whose 𝛼𝑖𝑛𝑑, 𝛽𝑖𝑛𝑑 are within the high-correction beam. This is the case for nearly half the 397 

profiles of Boussole08 and a third of Carols09 profiles. This should also be the case for the 398 

Nakanowatari et al. (2017) experiment, where the pair of optimum coefficient (𝛼𝑂𝑘ℎ = 0.05, 399 

𝛽𝑂𝑘ℎ = 0.06𝑠−1 ) was determined via a comparison of tag data and historical data from the 400 

WOA13 in the Okhotsk Sea, and yield a decrease of salinity error of 0.07 psu over the uppermost 401 

20 m of the water column. In contrast, those profiles whose  𝛼𝑖𝑛𝑑, 𝛽𝑖𝑛𝑑 are located far from this 402 

beam will see the generic coefficients perform notably less well compared to the optimum 403 

correction. Note that contrary to the per-experiment statistics, the individual profiles statistics 404 

show a trend where profiles with THP < 2.0 °C (empty symbols on Figure 6) are generally 405 
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corrected by small values of 𝛼 and 𝛽 while profiles with large THP values and error tend to be 406 

corrected by large values of 𝛼 and proportionally large values of 𝛽. Also, 26 profiles are located 407 

out of the figure limits, with nearly two dozen coefficient pairs of low THP profiles having a 408 

slightly negative value of 𝛼  or 𝛽 . This fact illustrates the difficulty to determine correction 409 

coefficients for very low THP conditions where little or no thermal mass error exists and where 410 

other errors might hamper the determination of coefficients. This issue is essentially solved when 411 

optimum coefficients are calculated per tag instead of individual profiles. While the variety of 412 

optimum coefficients should encourage users to determine their own optimum coefficients in the 413 

areas of deployment whenever possible, this is often not possible or ideal as the seals may travel 414 

long distances throughout the deployment period and seasonal changes of water properties will 415 

also change the profiling environment. Our results have shown that the use of a set of generic 416 

coefficient provides satisfactory results for the conditions of the 6 aforementioned experiments, 417 

and the case study in the next section will further demonstrate the ability of this set of 418 

coefficients to provide an effective correction in operational conditions even when the THP is low.   419 

4. Application of the generic correction to CTD-SRDL bio-logged data   420 

  4.1 Dataset 421 

  The thermal lag correction scheme described in (Eq. 4) and with the generic coefficients 422 

(𝛼𝑔𝑒𝑛 = 0.041, 𝛽𝑔𝑒𝑛 = 0.060  s-1) is applied to 5 full-resolution CTD-SRDL tags deployed on 423 

Southern Elephant Seal (SES) around the Kerguelen Islands in the Indian sector of the Southern 424 

Ocean during the austral summer. A unique dataset made of full-resolution CTD-SDRL 425 

hydrographic profiles acquired by 5 female SES from October 2014 to January 2015 has been 426 

used to test the robustness and efficiency of the thermal lag procedure and generic coefficients. 427 
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Full-resolution tags record temperature, salinity and pressure at a frequency of 0.5 Hz for every 428 

dive of the seal’s journey. Besides the high resolution of this dataset, another advantage resides 429 

in the acquisition of both ascending and descending phases for every dive, which allows 430 

comparison of the data and evaluation of the correction to be done. The environment in which 431 

the SES conducted profiles is marked by low temperatures and mild temperature gradients, 432 

successively negative between 0 and 150 m, then positive between 150 m and 350 m (Figure 7a). 433 

Accordingly, these weak temperature gradients are associated with weak THP values with the 20th 434 

-80th percentile envelope ranging between -0.17° C and 0.22° C (Figure 7c). This place this 435 

datasets below most of the THP values tested in the six experiments described earlier. Steady 436 

salinity changes occur throughout the water column. 437 

  4.2 Implementation of the correction 438 

  The thermal lag procedure was applied on the ascending and descending phases of every 439 

dive. A total of 22308 dives ranging from depths of minimum 150 up to 1000 m have been used. 440 

The ascending phase of any n dive is then compared to the descending phase of dive n+1 for 441 

dives occurring within a 5 minutes interval in order to compare similar water masses. For each 442 

tag, the RMS error of ascend vs. descend is first calculated at each depth z according to: 443 

𝑅𝑀𝑆𝑎𝑑(𝑧) = √
1

𝑛𝑝
∑ (𝑆𝑎(𝑧, 𝑛) − 𝑆𝑑(𝑧, 𝑛 + 1))

2𝑛=𝑛𝑝
𝑛=1   (8) 444 

with np the total number of dives, and Sa and Sd the salinity during the ascent and descent 445 

respectively. 𝑅𝑀𝑆𝑎𝑑 is calculated for both the uncorrected (𝑅𝑀𝑆𝑎𝑑𝑟𝑎𝑤
) and corrected (𝑅𝑀𝑆𝑎𝑑𝑐𝑜𝑟

) 446 

versions and show values between ~0.02 and 0.03 g.kg-1 for all but one tag (Table II). These 447 

relatively large values are in most part not due to the thermal lag and are likely related to slight 448 
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changes in the geographic location of the ascent compared to the descent. The occurrence of a 449 

relatively large temperature RMS for all tags (Table II) in spite of the weak temperature 450 

gradients confirms that environmental changes account for a large part of the RMS error. 451 

Therefore, the performance of the correction is evaluated through the difference of 𝑅𝑀𝑆𝑎𝑑𝑟𝑎𝑤
 452 

and 𝑅𝑀𝑆𝑎𝑑𝑐𝑜𝑟
, positive values indicating a decrease of the RMS error. All 5 tags see a significant 453 

improvement after the application of the thermal lag correction, where the difference between the 454 

ascending and descending phases for both the salinity and density field is minimized, as can be 455 

seen from the 𝑅𝑀𝑆𝑎𝑑𝑟𝑎𝑤
− 𝑅𝑀𝑆𝑎𝑑𝑐𝑜𝑟

 profile averaged for all tags (Figure 7d). The thermal lag 456 

correction impact is more pronounced in the areas where stronger gradients of temperature are 457 

located, i.e. between the surface and 300 m depth. The results obtained for this depth range are 458 

presented in Table II. RMSs of salinity and potential density are the greatest for tag 35 due to 459 

some technical issues flagged with the salinity sensor of this particular tag and independent of 460 

the thermal lag procedure. This issue does not affect the values and profile of 𝑅𝑀𝑆𝑎𝑑𝑟𝑎𝑤
−461 

𝑅𝑀𝑆𝑎𝑑𝑐𝑜𝑟
. Besides the averaged effect of the correction procedure over the water column 462 

presented in Figure 7d, a typical pre and post-correction profile is shown in Figure 8. The profile 463 

which occurs in a region presenting sharper temperature variations sees its salinity difference 464 

between ascent and descent reduce by nearly 0.04 g.kg-1, a rather considerable improvement 465 

which is also reflected on the density profile (Figure 8c) and on the TS plan (Figure 8d). 466 

 467 

 5. Summary and conclusion   468 

 The SRDL-CTD tag sensors are subject to the thermal mass phenomenon which affects 469 

other conductivity cells such as the Seabird Scientific © SBE4. This paper has documented the 470 
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effect of thermal inertia on the tags conductivity cell and provided evidence of thermal mass 471 

induced errors increasing with the magnitude of the temperature gradient, and more specifically 472 

with the magnitude of the cumulated effect (THP) of temperature gradient within a profile. The 473 

thermal mass applying on the conductivity cell reflects as a significant error in salinity estimates. 474 

Salinity error -defined here as the root mean square difference between a standard CTD upcast 475 

and a concurrent tag profile- amounting for ~0.02 g.kg-1 for THP < 2 °C and >0.05 g.kg-1 for 476 

larger THP, occurs. A correction scheme was therefore developed to improve the salinity 477 

estimates. The main part of the correction methodology is a further development of the 478 

conductivity correction scheme of Lueck (1990), where correction coefficients represent the 479 

initial measurement error 𝛼 and the inverse relaxation time 𝛽. However, the tag’s temperature 480 

sensor is also affected by thermal mass, which implies that to obtain an accurate estimate of 481 

salinity, both the conductivity and temperature data are to be perfectly corrected simultaneously. 482 

For practical reasons described further in this section, this is difficult to achieve and thus we 483 

developed a correction algorithm to be applied directly on salinity. The correction algorithm is 484 

successfully implemented and tested on 42 different tags profiling in various hydrographic 485 

conditions and experiencing different ranges of temperature gradients, THP and error. 486 

Comparison between tag and CTD profiles conducted simultaneously allowed to calibrate the 487 

coefficients 𝛼 and 𝛽 for each of the tags. These optimum coefficients systematically lead to a 488 

significant improvement for all tags whose THP is 2 °C or above, with an error decrease of up to 489 

60%. However, the range among which these optimal coefficients varies is large, suggesting a 490 

compensation effect between the magnitude of the initial error 𝛼 and the relaxation time 1 𝛽⁄ , 491 

with possible further influence from the environment in which a given profile is conducted. A 492 

generic set of correction coefficients was therefore determined to account for the coefficients 493 
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variability. This set of coefficients (𝛼𝑔𝑒𝑛 = 0.041, 𝛽𝑔𝑒𝑛 = 0.060 s-1) yields an error decrease of 494 

nearly 50% for those profiles with a THP greater than 2 °C (the latter which on average 495 

corresponds to temperature gradients of 0.20 – 0.28 °C.s-1). Results for lower THP or gradients 496 

were less clear due to intrinsic difficulties in evaluating small errors in CTD vs. tag experiments, 497 

and to further assess the performance of 𝛼𝑔𝑒𝑛 and 𝛽𝑔𝑒𝑛, more than 22000 profiles acquired from 5 498 

different tags deployed in the Southern Ocean were evaluated. The difference in salinity between 499 

each downcast and upcast was used to assess the effectiveness of the generic coefficients, and 500 

was found to reduce on average by 0.006 g.kg-1 for profiles whose maximum THP was extremely 501 

low with averaged values of ~0.1 °C. Those profiles presenting larger THP or temperature 502 

gradients saw very significant improvements with examples of upcast-downcast salinity 503 

difference reducing from 0.06 g.kg-1 to 0.02 g.kg-1. Both this test and the CTD vs. tags 504 

experiments demonstrate that the salinity correction leads to a substantial decrease of the density 505 

error.  506 

 Besides the effects of thermal mass on conductivity measurements/salinity estimates, 507 

temperature measurements also appear to be affected by thermal mass induced errors. 508 

Temperature discrepancies are insignificant for THP < 2 °C but become large for THP > 2 °C, 509 

amounting for about ~25% of the error in density. While temperature gradients in excess of 0.20 510 

– 0.28 °C.s-1 (which is roughly equivalent of a THP of 2 °C) are less frequently met in the ocean, 511 

they do still occur in some of the areas typically sampled by tag-equipped mammals 512 

(Nakanowatari et al., 2017), and call for an appropriate correction. However, the rather high limit 513 

above which the temperature error becomes significant (limit met by only 24 profiles), combined 514 

with a larger sensitivity of the least square regression scheme used to determined correction 515 

coefficients make our dataset inadequate to define correction coefficients for temperature. Future 516 
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development for the improvement of the temperature data requires a larger number of profiles 517 

acquired in high THP conditions as well as perfectly aligned pressure measurements for the tag 518 

and CTD used in the experiments.  519 

 Another possible improvement of the correction scheme could consist in adapting the 520 

correction coefficients according to the ascent velocity of the tag, as was done in Liu et al. (2015) 521 

for glider data. Different profiling speeds are expected to be met depending on the species or 522 

body condition of the mammals on which the tags are deployed, and these are likely to affect the 523 

value of the coefficients. However, as the results of Figure 6 suggest, the range within which the 524 

correction yield similar results is large, allowing for performances of the generic coefficients to 525 

be satisfactory even when the profiling speed differs significantly from ~ 1 m.s-1.      526 

 It is noteworthy that while the scheme described in this study applies directly on salinity 527 

data, the generic coefficients found here can be used to correct the conductivity following (Eq. 1) 528 

and using  𝛼𝐶 = −𝛼𝑔𝑒𝑛 and 𝛽𝑐 = 𝛽𝑔𝑒𝑛, following the assumptions developed in section 2.3. A 529 

test has been conducted on the data from the 6 above-mentioned experiments and yield 530 

insignificant differences between the conductivity and salinity versions of the correction. It was 531 

however crucial to use the salinity to determine our coefficients in this study. The nature and 532 

relative magnitude of the salinity error indeed made this determination more robust than using 533 

conductivity, whose signal and error are correlated with those of temperature. Lastly, while this 534 

paper documents the effects of our correction scheme on full-resolution tags data (1 or 0.5 Hz 535 

sampling rate), most of CTD-SRDL profiles available to date are heavily compressed due to 536 

satellite transmission constraints with a typical number of 20 data points per temperature/salinity 537 

profile (Boehme et al. 2009). The slow response nature of the thermal mass effect, and the low-538 

pass filtering conducted on the data for the tags vs. CTD test make it highly likely that the 539 
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correction will be useful on low-resolution salinity data. Nakanowatari et al. (2017)’s work is an 540 

example of the successful implementation of this thermal mass correction algorithm on post-541 

processed low-resolution data in the Okhotsk Sea. Users are therefore encouraged to apply the 542 

thermal mass algorithm on their low-resolution salinity data, which should yield a significant 543 

reduction of the thermal mass induced-errors.  544 
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 545 

 Appendix I: Equivalence between the Lueck and Picko (1990) recursive filter and a 546 

standard first-order high-pass filter 547 

 Here it is shown that the recursive filter scheme devised by Lueck and Picko (1990) to 548 

correct the thermal mass effect on a measured variable X (conductivity in their case) is formally 549 

equivalent to a standard first-order high-pass filter applied on the temperature discrete signal, 550 

once suitably rescaled. 551 

 The recursive filter of Lueck and Picko (1990) is given by,  552 

𝑋𝑇(𝑛) = −𝑏𝑋𝑇(𝑛 − 1) + 𝛤𝑋𝑎[𝑇(𝑛) − 𝑇(𝑛 − 1)], (A1), 553 

where 𝑋𝑇 is the correction of conductivity added to the conductivity of the nth sample, T is the 554 

sample’s temperature, n is the sample index, 𝛤𝑋 is the sensitivity of X to temperature, and a and b 555 

are coefficients depending of 𝛼 and 𝛽 according to: 556 

𝑎 = 𝛼 (1 + 0.25𝛽𝑓𝑛
−1)⁄  (A2) 557 

and 558 

𝑏 = 1 − 2𝑎𝛼−1 (A3) 559 

where 𝑓𝑛 = (2𝛥𝑡)−1 is the Nyquist frequency function of the sampling interval 𝛥𝑡. 560 

 Define the high-pass filtered temperature signal THF as, 561 

𝑇𝐻𝑃(𝑛) =
𝜏

𝜏+𝛥𝑡
[𝑇𝐻𝑃(𝑛 − 1) + 𝑇(𝑛) − 𝑇(𝑛 − 1)], (A4), 562 
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where 𝜏 is the time constant of the filter. Assuming that the correction is proportional to the high-563 

pass filtered temperature signal, 𝑋𝑇 = 𝐴𝑇𝐻𝑃, and neglecting variations of the factor 𝐴 between 564 

two consecutive samples (an excellent assumption in practice, see Figure 2), a relation can be 565 

found between equations (A1) and (A4) providing the two identities 𝑏 = −𝜏 (𝜏 + 𝛥𝑡)⁄  and 𝐴 =566 

𝛤𝑋𝑎(1 + 𝛥𝑡 𝜏⁄ ). Using equations (A2) and (A3) and after some rearrangement, it comes that the 567 

recursive filter of Lueck and Picko (1990) is strictly equivalent to rescaling the high-pass filtered 568 

temperature signal 𝑇𝐻𝑃using a time constant 𝜏 = 𝛽−1 − 0.5𝛥𝑡 and a factor 𝐴 = 𝛤𝑋𝛼(1 − 0.5𝛽𝛥𝑡)−1. 569 

 Note that the filter is defined only if 𝛽−1 > 0.5𝛥𝑡, and that in the limit case 𝛽𝛥𝑡 ≪ 1, the 570 

time constant of the filter tends toward 𝜏 = 𝛽−1 and the correction simply tends toward 𝑋𝑇 =571 

𝛤𝑋𝛼𝑇𝐻𝑃.  572 

 573 
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 624 

Figures captions 625 

Figure 1. CTD-SRDL and reference SBE CTD cast acquired on 11 June 2008 at the BOUSSOLE 626 

mooring site. (a) Temperature profiles, (b) conductivity and (c) salinity. Panels, (d), (e) and (f) display the 627 

temperature, conductivity and salinity difference (CTD minus tag) between both sensors, respectively. 628 

The green line in the right panels represents the 30 m low-passed filter signal. The thermal mass error is 629 

characterized by the strong, low frequency anomaly visible above the thermocline within the upper 50 630 

meters.  631 

Figure 2. Values of coefficients (a) 𝛤𝑆 of sensitivity of salinity to temperature, and (b) 𝛤𝐶 of sensitivity of 632 

conductivity to temperature, for ranges of temperature and salinity (conductivity) typically measured in 633 

regions sampled by the tags.   634 

Figure 3. Reference CTD and typical tag profiles for all 6 experiments: a) Albion08, b) Albion09, c) 635 

iStar14, d) Boussole09, e) Carols08, and f) Boussole08. The four curves on each panel represent the 636 

reference CTD profile (blue), non-corrected tag profile (black), tag profile corrected with a pair of 637 

optimum coefficients (red) and tag profile corrected with a pair of generic coefficients (green).  638 

Figure 4: Root mean Square (RMS) difference of reference and tag salinity as a function of the high pass 639 

filtered temperature THP, calculated from all the data points located within ± 50 m of the maximum THP for 640 

the six experiments mentioned in this study. The red and blue curves stand for the uncorrected and 641 

corrected data (using the set of generic coefficients), respectively. The error bars represent the standard 642 

error of the estimate. 643 

Figure 5. Comparative plot of salinity error vs. equivalent salinity error for each of the 104 profiles tested, 644 

(a) errors for uncorrected tags and (b) errors for tags corrected with the set of generic coefficients. The 645 

size of the dots represents the magnitude of the maximum THP observed by each of the tags. The black 646 

line with a slope a=0.77 represents the sensitivity of density to salinity, i.e. the change of density caused 647 
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by a change of 1 g.kg-1 of salinity. The equivalent salinity error is calculated by converting density error 648 

into salinity error, with the assumption that the density error is entirely due to a discrepancy in salinity. 649 

Data fulfilling this assumption will have their equivalent salinity error located on this line. (c) Density 650 

error due to temperature expressed as a percentage of the total density error (blue) and as a value in kg.m-3 651 

(black), as a function of the maximum high-passed filter temperature THP. 652 

Figure 6. Salinity correction for different values of coefficients 𝛼 and 𝛽, with 𝐹(𝛼, 𝛽) calculated within ± 653 

50 m of the maximum THP of all the casts tested. The limit of null correction is represented with the white 654 

isoline and the various symbols represent the values of optimum coefficients for each profiles for all the 655 

experiments tested in this study as well as from the experiment conducted by Nakanowatari et al. (2017). 656 

Filled symbols represent those profiles whose maximum THP exceeds 2.0 °C and empty symbols those 657 

whose maximum THP fall below this limit.  658 

Figure 7 (a) Mean Temperature, (b) salinity, (c) THP, (d) RMSad_raw-RMSad_cor  profiles averaged for all 659 

full-resolution CTD-SRDL tags deployed on SES around the Kerguelen Islands. The shaded area 660 

envelopes represent the 20th and 80th percentile in all 4 plots.  661 

Figure 8: A typical ascent (blue) and descent (red) profile comparison closed up view on the upper 300 m:  662 

(a) Temperature, (b) salinity, (c) potential density, and (d) TS diagram. On panels (a), (b) and (c), dashed 663 

lines represent raw profiles and solid lines represent the corrected profiles. To enhance visibility, a 664 

gaussian filter with a 5dbar window was applied on the profiles. 665 

 666 
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Table 1. Salinity correction statistics per experiment: maximum high passed temperature (Thp), error magnitude, values of 𝛼𝑜𝑝𝑡 , 𝛽𝑜𝑝𝑡 667 

coefficients for each experiment, averaged magnitude for both the optimum and generic correction in terms of salinity and density, 668 

with standard deviation indicated between brackets. The error and correction magnitude are calculated within ±50 m of the maximum 669 

Thp. 670 

  

Salinity (±50 m of maximum THP) Density (±50 m of maximum THP) 

Experiment  

Tags 

tested 

(number 

of 

profiles) 

 

Ascent 

speed 

(m s-1) 

 

Maximum 

temperature 

gradient 

(°C s-1) 

Maximum 

Thp 

 (°C) 

 𝛼𝑜𝑝𝑡 , 

𝛽𝑜𝑝𝑡 

(averaged) 

Error  

(g.kg-1) 

Optimum 

correction 

 (g.kg-1) 

Generic 

correction  

(g.kg-1) 

Error   

(g.kg-1) 

Optimum 

correction 

(g.kg-1) 

Generic 

correction  

(g.kg-1) 

Albion09 
7 

(21) 

 

1.0 0.06 0.67 
0.009, 

0.006 
0.012 

0.000 

(0.002) 

-0.002 

(0.003) 
0.010 

0.000 

(0.002) 

-0.002 

(0.002) 

Albion08 
5 

(15) 

 

0.75 0.08 0.83 
0.009, 

0.014 
0.009 

0.002 

(0.002) 

-0.003 

 (0.003)  
0.008 

0.002 

(0.002) 

-0.001 

 (0.003) 

iStar14 
16 

(16) 
1.0 0.11 - 0.87 

0.046, 

0.088 
0.023 

0.001 

(0.006) 

0.001 

(0.006) 
0.019 

0.001 

(0.005) 

0.001 

(0.004) 

Boussole09 
3  

(12) 
0.35 0.13 1.10 

0.062, 

0.002 
0.022 

0.009 

(0.011) 

0.004 

(0.002) 
0.022 

0.009 

(0.006) 

0.003 

(0.001) 

Carols09 
7 

(21) 

 

1.3 

 

0.18 1.78 
0.014, 

0.027 
0.022 

0.005 

(0.011) 

0.000 

(0.021 )  
0.024 

0.005 

(0.010) 

0.003 

(0.017) 

Boussole08 
4 

(28) 

 

0.7 0.47 4.34 
0.084, 

0.077 
0.053 

0.033 

(0.021) 

0.026 

(0.012) 
0.073 

0.036 

(0.015) 

0.021 

(0.004) 

 671 

 672 

  673 
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Table 2 Statistics for 5 tags deployed on SES in the southern ocean region off Kerguelen islands. Beside RMSad_raw and RMSad_cor , other variables 674 

include the RMS of temperature, and RMS of potential density. All RMS variables here have been calculated between the surface and 300 m depth. 675 

Tag 

ID 

Number 

of dives 

RMST 

(°C)  

RMSad_raw 

(g.kg-1) 

RMSad_cor 

(g.kg-1) 

RMS_rho_raw 

(kg.m-3) 

RMS_rho_cor 

(kg.m-3) 

Ascent 

Velocity 

(m.s-1) 

Descent 

Velocity 

(m.s-1) 

33 4689 0.122 0.033 0.028 0.027 0.022 -1.32 1.43 

35 1536 0.122 0.086 0.084 0.077 0.075 -1.41 1.52 

48 5739 0.103 0.025 0.022 0.020 0.017 -1.37 1.52 

49 4950 0.081 0.021 0.018 0.017 0.014 -1.33 1.26 

50 5394 0.065 0.020 0.016 0.017 0.013 -1.38 1.29 

 676 
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 677 

Figure 1. CTD-SRDL and reference SBE CTD cast acquired on 11 June 2008 at the BOUSSOLE 678 

mooring site. (a) Temperature profiles, (b) conductivity and (c) salinity. Panels, (d), (e) and (f) display the 679 

temperature, conductivity and salinity difference (CTD minus tag) between both sensors, respectively. 680 

The green line in the right panels represents the 30 m low-passed filter signal. The thermal mass error is 681 

characterized by the strong, low frequency anomaly visible above the thermocline within the upper 50 682 

meters.  683 

  684 
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 685 

Figure 2. Values of coefficients (a) 𝛤𝑆 of sensitivity of salinity to temperature, and (b) 𝛤𝐶 of sensitivity of 686 

conductivity to temperature, for ranges of temperature and salinity (conductivity) typically measured in 687 

regions sampled by the tags.   688 
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  690 

 691 

Figure 3. Reference CTD and typical tag profiles for all 6 experiments: a) Albion08, b) Albion09, c) 692 

iStar14, d) Boussole09, e) Carols08, and f) Boussole08. The four curves on each panel represent the 693 

reference CTD profile (blue), non-corrected tag profile (black), tag profile corrected with a pair of 694 

optimum coefficients (red) and tag profile corrected with a pair of generic coefficients (green).  695 

  696 
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 697 

Figure 4: Root mean Square (RMS) difference of reference and tag salinity as a function of the high pass 698 

filtered temperature THP, calculated from all the data points located within ± 50 m of the maximum THP for 699 

the six experiments mentioned in this study. The red and blue curves stand for the uncorrected and 700 

corrected data (using the set of generic coefficients), respectively. The error bars represent the standard 701 

error of the estimate. 702 

  703 
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 704 

Figure 5. Comparative plot of salinity error vs. equivalent salinity error for each of the 104 profiles tested, 705 

(a) errors for uncorrected tags and (b) errors for tags corrected with the set of generic coefficients. The 706 

size of the dots represents the magnitude of the maximum THP observed by each of the tags. The black 707 

line with a slope a=0.77 represents the sensitivity of density to salinity, i.e. the change of density caused 708 

by a change of 1 g.kg-1 of salinity. The equivalent salinity error is calculated by converting density error 709 

into salinity error, with the assumption that the density error is entirely due to a discrepancy in salinity. 710 

Data fulfilling this assumption will have their equivalent salinity error located on this line. (c) Density 711 

error due to temperature expressed as a percentage of the total density error (blue) and as a value in kg.m-3 712 

(black), as a function of the maximum high-passed filter temperature THP. 713 

 714 
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 716 

Figure 6. Salinity correction for different values of coefficients 𝛼 and 𝛽, with 𝐹(𝛼, 𝛽) calculated within ± 717 

50 m of the maximum THP of all the casts tested. The limit of null correction is represented with the white 718 

isoline and the various symbols represent the values of optimum coefficients for each profiles for all the 719 

experiments tested in this study as well as from the experiment conducted by Nakanowatari et al. (2017). 720 

Filled symbols represent those profiles whose maximum THP exceeds 2.0 °C and empty symbols those 721 

whose maximum THP fall below this limit.  722 
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 724 

Figure 7 (a) Mean Temperature, (b) salinity, (c) THP, (d) RMSad_raw-RMSad_cor  profiles averaged for all 725 

full-resolution CTD-SRDL tags deployed on SES around the Kerguelen Islands. The shaded area 726 

envelopes represent the 20th and 80th percentile in all 4 plots.  727 
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 729 

Figure 8: A typical ascent (blue) and descent (red) profile comparison closed up view on the upper 300 m:  730 

(a) Temperature, (b) salinity, (c) potential density, and (d) TS diagram. On panels (a), (b) and (c), dashed 731 

lines represent raw profiles and solid lines represent the corrected profiles. To enhance visibility, a 732 

gaussian filter with a 5dbar window was applied on the profiles. 733 
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